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Abstract  

 
3D reconstruction is the process of capturing the shape and appearance of a real scene. There 

are several categories such as active, passive, rigid, non-rigid, tuntable, hand-object intraction 

and surrounding capture. It can be applied to the various fields such as E-commerce, virtual 

reality, augmented reality, human-computer interaction and so on [1]. 

Currently, hand-held RGB-D cameras such as Microsoft Kinect, Asus Xtion Pro, Occipital 

Structure sensor, Google Tango and Intel Realsense are widely available at reasonable prices. 

Therefore, many users can easily generate their own 3D content using 3D reconstruction. 

In this paper, we represent a framework and evaluation of a 3D reconstruction system using a 

hand-held RGB-D camera. The overall procedure of the 3D reconstruction system is shown in 

Fig. 1. 

 

  
Fig. 1. Procedure of the 3D reconstruction system 

 

First, we acquire color and depth images from an RGB-D camera and refine the raw depth 

image using a joint bilateral filter to fill the hole regions. After depth image refinement, we 

generate a point cloud by 3D warping and calculate a transformation (rotation and translation) 

for a pair of frames in the temporal domain using the iterative closest points (ICP) algorithm. 

The ICP is the core process in the 3D reconstruction system since the accuracy of the 

transformation determines the quality of the reconstructed 3D model. There are several 

conventional methods such as point-to-point and point-to-plane methods [2]. 

Representation of the 3D model in the virtual space is also an important issue. Each frame from 

the RGB-D camera contains roughly valid 250,000 points in case of 640×480 images. For 

example, if there are depth frames lasting one minute, 450,000,000 points would be required; 

250,000 point×30 fps×60 sec. = 450,000,000 points/min. Therefore, it is necessary to use a 

more concise representation of the model than that. There are several breakthroughs such as a 
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truncated signed distance function, surfels representation and octomap [3-5]. Finally, we can 

obtain the reconstructed 3D model which we can observe at arbitrary viewpoints. 

There are two main measures to evaluate the accuracy of the 3D reconstruction system: relative 

pose error (RTE) and absolute trajectory error (ATE) [6]. The RTE measures the local accuracy 

of the trajectory over a fixed time interval, therefore, it is more suitable for evaluating a visual 

odmetry stystem. The ATE calculates the global consistency by comparing the absolute 

distances between the estimated and the ground truth trajectory, thus, it is useful for for 

simultaneous localization and mapping systems. Nevertheless, such two metrics are strongly 

correlated and both measures internally exploit the root mean squared error. 

Figure 2 shows the 3D reconstructed model using a part of methods explained above from color 

and depth images. We used various open source library such as opencv, opengl and libicp [7]. 

However, there are drift problem which is not exactly matched to the actual 3D model because 

of the accumulated error generated as time goes by. Therefore, we will additionally apply a 

bundle adjustment to this project to adjust the camera parameters obtained from ICP [8]. 

 

 
Fig. 2. The 3D reconstructed model 
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